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DIRECT INITIATION OF DETONATION
CGrant No. AFOSR 73-2524

Principal Investigators: Roger A. Strehlow and Harold O. Barthel

Statement of Progress:

Theoretically we found that when a non-ideal blast wave and exothermic
reaction kinetics are modeled realistically, both the total source energy
and the source energy density are important to the direct initiation process.
At high energy densities the total energy is limiting, and as the energy
density decreases the total energy required increases until at some critiéal
low energy density the energy density itself becomes the limiting factor for
initiation. This confirms the experimental observations made by John Lee at
McGill University. We have also learned how the non-ideality of a source re-
gion influences the structure of a blast wave. Specifically, the blast wave
from Pursting spheres, the ramp addition of energy, constant velocity éentraliy
ignited spherical flames, and accelerated spherical flames hafe been studied
extensively, and this has yielded the generalizi.tion that far field poéitive
impulse is properly scaled by the source energy but that for low power density
sources far field overpressure falls below the expected energy scaled value.

Experimentally the initiation kinetics of propylene oxide-nitrogen-
oxygen mixtures was studied over the temperature range of 1000-2500°K. These
results show the usual Arrhenius dependence on temperature for the ignition
delay.

This work has led to three M.S. and two Ph.D. theses, two interim tech-~
nical reports, four papers in the open literature and seven presentations at

meetings and seminars.
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DIRECT INITIATION OF DETONATION
ABSTRACT

This study is both a theoretical and experimental investigatién of
the initiation of detonation by non-ideal blast waves., The theoretical
portions consisted of two studies: (1) an analytic study of the floﬁ fields
associated with heat addition during the initial phases of heat addition to
a source region which is chemically reactive, and (2) a study of the initia~
tion of explosions by non-ideal sources using a numerical technique., The
analytic portion of this study uncovered many difficulties with the handling
of the heat addition in a reactive source region. These are discussed ex-
tensively in this report. The numerical calculation showed that when the
source region was a bursting sphere of higﬁ energy density, the total energy
in the sphere was the limiting factor for initiation and that when the energy
density of the sphere was low the energy density was the limiting factor for
initiation. Furthermore, as the energy density dropped the energy required
for initiation increased markedly. This agrees quite well in a qualitative
sense with experimental observations from spark initiated detonations. The
experimental program also consisted of two phases. In one of these, reflected
initiation of propylene oxide-nitrogen-oxygen mixtures was studied over the
temperature range of about 1000-2500°K. The data was correlated to an Arrhen-
ius temperature dependency and yielded an activation energy of approximately
38,000 cal/gm mole. The other experimental study investigated the effect of
inhibitors and promotors on the delayed time to ignition for propane-air

mixtures, also using the reflected shock technique.
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DIRECT INITIATION OF DETONATION

I INTRODUCTION

The program of research reported here was directed at two Air Force
needs, namely the easy evaluation of prospective fuels for fuel-air ex-
plosives (FAE) devices as well as the evaluation of fuel tank vulnefability
to ignition combustion and detonation from the penetration of hot multi-
source gunfire or missile fragments.‘ The common factor for these two needs
is that they depend upon the direct initiation of detonation. This phrase
means that process during which an igniter causes very rapid transition
from the iritial quiescent state of a reactive mixture to the final ongoing

detonation in the reactive mixture. Hence, if we are to comprehend those

events which must occur during the transition process, we shall need to know
what exists at the end of the transition process. Thus, we first describe
the structure of a self-sustaining propagating detonation wave in considerable
detail and then describe our current understanding of initiation behavior.
This is followed by sections devoted to details of the work performed under

the grant.

II DETONATION STRUCTURE

It is well known that a rather simple, steady-flow hydrodynamic
theory (the Chapman-Jouguet or CJ theory) yields a reasonable description of
the gross properties of self-sustaining detonation waves.(l) The waves in-
deed appear to be constant velocity waves traveling at a high supersonic

velocity as predicted by the theory and they contain average shock and CJ

TR S A




plane pressures which are quite adequately predicted by the theory. How-~
ever, the theory has one rather severe limitation in that it predicts that
all exothermic systems should exhibit detonation béhavior and, therefore,
that there should be no concentration or pressure limits to the propagation
of detonation waves, Experimentally, we know that this result is not true.
Detonations in tubes do exhibit failure behavior both as the mixture is

" diluted with inerts and as the initial pressure is reduced. Also, unconfined

|
i
detonations definitely exhibit concentraticn limits. : E
i

It is now known that the CJ concept only applies to the gross overall 3

behavior. If one locks at the wave structure in sufficient detail, one al- i
ways finds that the wave is actually propagating with a three-dimensional

ﬁ non-steady structure.cl) This behavior in no way negate§ the utility of the
: ' CJ concept in describing the overall (or gross) behavior of the wave but
simply means that we now know that the CJ concept cannot be used to look at

detailed structure, just as we already knew that it could not be used to

discuss the detailed fluid behavior near the front.
In the past five to ten years we have learned a great deal about the
i structure of gas phase detonation waves. We now know that a one-dimensional

steady wave should not exist because it is hydrodynamically unstable to a

i e e oo

perturbation.(z) We also have learned that the instability forms transverse
perturbation waves traveling across the front behind the main (or lead) shock
wave of the detonation in the flow region which contains the exothermic chemi-
§ cal reactions.(3'4lFurther, we know that in an "overall steady" self-sus-

2 taining detonation these waves are pressure waves of finite amplitude and

g £ propagate with an inherent spacing or structural size which is related to the

rate of the chemical reactions that are occurring in the detonation 1tself.(5)
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Since the transverse waves are of finite amplitude, they are actually
reasonably weak shock waves (Mach numbers below 1.4) which interact with

the lead shock wave to produce Mach stems at their confluence with the front.
Furthermore, because of the varying pressure behind the lead shock that is
caused by the presence of these waves, the lead shock does not have a con-
stant velocity. The central element of it typically shows a sawtooth-like
velocity behavior, with the amplitude varying about +20 percent of the CJ
velocity. This particular behavior occurs while each element of the lead
shock wave is decaying at all times with the transverse waves continually
overriding these decaying shock elements. When the transverse waves collide,
they produce the central shock element whose velocity jumps to a value well

(6)

above CJ immediately after the intersection of the transverse waves.
' The paths of the intersections of the transverse waves with the lead

shocks as these shocks propagate produce what is called a detonation cell.

A new cell starts with the crossing of oppositely directed transverse waves

and the cell ends at the crossing of the next pair of transverse waves in the

two trains of these waves.

Generally, the reactions just behind the lead shock are endothermic or
thermally neutral before they become exothermic. This distance is called the
induction distance and it depends strongly upon the temperature, being shorter
the higher the temperature or the higher the shock Mach number. There is an
upper limit to the lead shock Mach number, which occurs when M is of the order
of 1.5 MCJ’ above which the reactions do not become exothermic.

Because the induction distance is finite behind the Mach stem shock

created at the start of a new cell, a hot spot is created when the exothermal

reactions occur. This hot spot generates a pressure pulse which then
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overtakes the Mach stem in the first half of the cell, where it strengthens
the shock and thus helps to sustain the detonation. Such & mechanism seems

to be a crucial one in order that the detonation can be self-sustaining.

There are a number of requirements given here: (1) There must be a collision
of transverse waves. (2) The hot spot does not arise until the chemical
reactions become exothermic. (3) The resulting pressure pulse must reinforce
the lead shock. (4) The reinforcement must occur in the first half of the
cell.(7) |

Barthel(s) has shown that the cell width or spacing correlates rather
well with pressure at various dilutions using an acaustic theory for the
origin of the hot spots. The theory requires that caustics associated with
two rays collide at the hot spots. The two rays start out in different

directions, one going first deeper into the exothermic zone where it turns

}
}
t
P
i
I3
i

around, then travels to the shock where it is reflected and subsequently re-
turns to the starting plane; the other first starts toward the shock, re-
flects, moves past the starting plane and deeper in the exothermic zone to
turn around and return to the starting plane. The time to complete this

cycle defines a characteristic time Ta which is intimately related to the

characteristic reaction kinetic times.

III INITIATION

As indicated earlier, detonations are usually initiated by means of
igniters. Clearly, one of the functions of an igniter is to generate a shock
wave of sufficient intensity so that the reactions become fast enough to

couple rather closely to the shock. If one can ignore the effects of the

RN Y JENPI P
Y N AR NN
AR ‘o T A e
i A 2R ik EURIIEE SRRAT N P LSRN e
e et i AT o PR ©




-5~

reactions and assume the igniter energy is deposited in an extremely small
time, then one can use point source blast wave theorytg) to consider the
behavior of the shock. From this theory R = t2/% and ﬁs «t-3/5, so the
shock starts out at a small radiu$ at an extremely high velocity but sub-
sequently is always decaying. The temperature-time behavior of such a wave
is shown in Pig. 1. For early times the temperature is very high and drops
rather rapidly as one follows the particle. With reaction, the high tem-
peratures for early times would probably require that the reactions would al-
ways be endothermic and the dropping temperature would tend to slow or quench
the reactions. When the shock has slowed enough so that the reactions be-
come exothermic at the end of the induction zone, we can introduce the char-
acteristic time, Tind® For the pressure pulse associated with the end of
the induction zone to propagate to the lead shock, we introduce the char-
acteristic time, Tp. During the time Tind * Tp the lead shock must not have
decayed too mich if a cyclic process is to be started. This requirement
means then that there must be a minimum value of t, for the blast wave of
Fig. 1, which in turn implies a minimum value of E, the total energy added

to create the blast wave.

(10) 4¢ the direct initiation of

The studies of Bach, Knystantas and Lee
detonation using laser pulsed sparks, ordinary electrical sparks, exploding
hot wires and exploding high explosive charges as igniters, have shown that
the initiation energy required for direct initiation is not constant from
technique to technique. Instead, it increases both as the duration of the
time for energy deposition increases and as the kernel volume increases. In

fact, they found that the important parameter for energy release times which

span the 20 nanosocond to 60 microsecond range is not the total energy

H
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deposited but the rate of deposition of energy per unit volume of the ker-
nel, i.e,, the power deasity (energy per unit time per unit volume) of the
source. Such a result seems to be more consistent with an expanding piston
model in which the piston drives a shock of minimum strength aﬂd the power
density balances the rate at which energy is expended as work by the piston
driving the shock. In this viewpoint, a maximum shock Mach number for the
lead shock is reached and this result is much more satisfying than starting
off with an infinite Mach number as one must do when one uses ideal point
source blast wave theory. This experimental result further suggests that the
lead shock wave cannot be modeled as a point source blast wave even though
the energy deposition times would seem to indicate that it should be possible

to model the shock in this way.

Bach, Knystantas and Lee also found in their studies that if the
spherical shock wave is to become a detonation wave, then transverse struc-
ture must appear on a lead shock wave that previously had been a smooth
spherical wave. If the structure did not appear, the wave decayed until re-
action ceased and transition to detonation did not occur. Such a result is
quite interesting since the behavior that is observed when initiation is
effected is similar to the behavior that is observed during the propagation
of actual self-sustaining detonations. It thus strengthens the notion thay

the transverse structure is essential for the propagation of self-sustaining

i detonations.
? The appearance of structure during the transition to detonation again
requires consideration of Ta if an acoustic origin for the hot spot structure

is correct. The value of Ta will depend upon Tind’ since the latter

establishes the distances over which the sound rays must travel. Further, for
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% o a constant Mach number shock, Ta is greater than Tp. since the rays for
finding the value of the former are inclined to the flow direction as well

as making a complete cycie while the ray for finding the value of the latter
moves directly along the particle path toward the shock., If the same re-
lationship holds true for a decaying wave, then the parameter (Tind * Ta)/to

is a critical parameter for the establishment of structure and for success-

ful transition to detonation.

IV RESEARCH PROGRAM

There are four distinctly different portions of the research program
which were conducted under this grant. Two of these are experimental and two
are t?eoretical. The first experimental portion was planned aﬁ the start of
the grant and consisted of a study to measure the structural size of the trans-
verse wave pattern of self-sustaining detonations in mixtures that were ap-
propriate to the Air Forces'use in FAE devices. This is reported in Section V.
The second experimental study was initiated about two years after the start of
the grant and consisted of a reflected shock initiation study to determine
the effect of promoters and inhibitors on the delay to detonation and rate of
heat release in propane-air mixtures and also to determine appropriate delays .
to detonation and heat release rate for propylene oxide and oxygen-nitrogen
mixtures of interest to Dr. John Lee at McGill University. The results of
these studies are reported in Section VI.

The first theoretical effort was also anticipated at the start of the
grant. In this effort an initiation pulse (a non-ideal blast wave) was to be

placed in a reactive system of hydrogen, oxygen and argon. The flow fields

- .
A e . .
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were then to be computed using a full set of reactive equations., On these

e e B ¢

background fields an acoustic pulse was to be placed and subsequent behavior |
was then to be followed to see if caustic collisions occurred which de-

pended upon the position and timing of the initial pulse. This material is

described in Section VII. After the start of the grant, another theoretical
program was initlated. In this program, nonreactive blast wave fields pro- %

duced by various types of non-ideal sources were used to monitor the initia-

: tion behavior using hydrogen-oxygen kinetics. This is reported in Section i

VIII., Additionally, a number of studies have been made relative to the nature

i

of non-ideal blast waves. The major portion of these studies were supported

by a grant from NASA Lewis Laboratories and the Federal Republic of Germany. ; é

However, the material has interest to the Air Force needs relative to ex-

plosion behaviors and a summary of this work is reported in Section IX.

V THE EFFECT OF MOLECULAR STRUCTURE ON TRANSVERSE WAVE SPACING AND
PROPAGATING DETONATION
As an initial part of the program it was decided to study the effect
of structure of isomers (same molecular formula, different structure) on the
spacing of transverse waves for the isomers of ethylene oxide and propylene
oxide., Tables 1, 2 and 3 list the thermochemical properties and structure of
these molecules. Ethylene oxide has only one isomer, acetaldehyde, however

propylene oxide has five isomers which are listed in Tables 1, 2 and 3. Also

f
}
{
§
|

in Table 1 the abbreviations that we used for these different species are
given.
The results of this study were not very definitive. Figures 2 and 3

ropresent plots of the cell spacing measured for these various species as a
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TABLE 3
MOLECULAR STRUCTURES AND PERTINENT DATA
oF C3HGO ISOMERS: mw=58.078
PROPYLENE OXIDE: V.P = 555torr
..é-(';..é BP =35°C
‘O'  AHg (g) =-22.17 keal/mole
TRIMETHYLENE OXIDE: V. =325 torr |
~ O _~ B.P =47°C i
/C\C/C“ AHf (g) =-19.25 kecal/mole :
AGETONE: | VP  =229.4torr
! ! BRP =56.5°C
C’ C{ C AHy (g) =-52.00 kcal/mole
PROPIONALDEHYDE: VB =285 torr
oA BP =48.8 °C ! ‘
9 cn:' C=0 AHg (g) =-45.90 kcal/mole
; ALLYL ALCOHOL: V.P  =28.1torr
| PP BRP =97°C
i ‘ C=C Cl OH AH; (g) =-31.55 kecal/mole
IMETHYL VINYL ETHER: V.p  =2208 torr |
] ! B.P =8.0°C 1
G-0 ¢=C AHg (@) =— |
- ALL VAPOR PRESSURES (V.P) ARE AT 25°C
ALL AH; ARE AT 298°K
g-
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Figure 3. Cell length versus nonreactive shock temperature.
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function of both the final shock temperature, i.e., the Chapman-Jouguet tem-
perature of the detonation,and as a function of the initial temperature be-
hind the shock, i.e., the nonreactive shock temperature. Here, the tem-
perature was varied by varying the stoichiometry and dilution in the experi-
ments. The most significant and striking differences are the fact that the
slope of the spacing-shock temperature curves is extremely high for both
ethylene oxide and propylene oxide and reiatively flat for all of the isomers.
The conclusion that can be drawn from this study is that both propylene oxide
and ethylene oxide are the most reactive isomers in their series. Details of

this work are reported in a Master's thesis written by Mr. Delaney.(ll)
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VI REFLECTED SHOCK INITIATION STUDIES

Two distinct studies were performed in this part of the program.

These were initiated by Mr. Joe Foster at Eglin Air Force Base approxiimately
two years after the program started. The first of these was a study of the
effect of inhibitors or promoters on the ignition delay in a propane-air mix-
ture behind a reflected shock in a conventional shock tube. The second of
these was a similar study of initiation behind the reflected shock for a
mixture of propylene oxide, oxygen and nitrogen.

Tﬁe experimental work for both of these studies has been completed.
Eventually these two studies will yield two Master's theses describing the
results of the studies. These theses are not completed at this time, but
should be completed by the Fall of 1977. Copies of these theses will be

supplied to the Technical Monitor at the time when they are completed.
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VII ACOUSTIC WAVES ON A REACTIVE FLOW

Earlier, we noted that if a decaying spherical shock wave is to be-
come a detonation wave, transverse structure must appear on the initially
smooth shock. Also, Barthelca] had proposed an acoustic mechanism whereby
colliding caustics formed hot spots tc initiate the transverse structure in
steady planar detonations. Here we examine whether a similar mechanism

might be possible for the spheiical case.

7.1 Ray Equations
This approach requires that we follow various rays. Hence, following

Milne,(lz) we write the ray equations as

dx;
CJe T Ay *uy i=]1,2,3 (1)
. du n, du -
SR e RN e - RNV W ks R k
n, dt *axi *“kaxJ nj Et +ij Yy 5YX, ’ 2)

where a is the local speed of sound, n, is the component of the unit normal
to the wavefront and uy is the velocity component. Upon transforming to

the spherical case, these become

%% =y + al (3
g-‘g - am/r (4)
. -m’g-,% FELE (a+zu)/£, , (5)

where £ and m are the components in the r and |y directions of the normal to
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the wave front and u is the particle velocity in the radial direction.
Now consider the behavior of (a+fu)/mr as a function of time along the

ray path. Differentiating the expression as we follow the ray path, we get

d a*-ku'] mr dt(au.u) - (a+2u) dt (mr)
'&“[ r ) mZy?

mér*
(6)
dm _ _ L dm
Using = it " mdr and substituting Eqs. 3, 4 and 5 into Eq. 6, we get
_d [a+fu 1 }da .l du (7)
dt | mr mr|at * © 9t °
Alternatively, the left-hand side of Eq. 7 can be written
d_ a+2,u . 1d [a*Ru] a+fu dr (8)
dt’ rdtl m mr dt
Combining Eqs. 7 and 8, then multiplying by r, we get
d [atfu]l _ (a+tfu) dr _ 1 |98 9)
dt{ m mrdt m 3t 5"'

Hence, if r is large and the right-hand side of Eq. 9 is zero, we obtain the

planar equation for steady flow
%_{[E.'.".&E] -0 (10)

which has the solution

a+fu

s C (11)

where ¢ is a constant for each ray.

R
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If the spherical a, u fields are similar to those found in a steady
planar detonation, then we can expect colliding caustics, Therefore, for -
large r, we expect structure in the spherical case.

The behavior for small r is not so apparent, since we have to solve
Eq. 7 and it contains unsteady terms. If these unsteady terms are so small
that they are negligible compared to r, we obtain

arlu, g | (12)
where ¢ is a constant which is an angular rate. For perhaps some par-
ticular a, u fields, we believe this equation could yield colliding caustics.
However, whether the unsteady fields created by rapid energy addition in a

_ reactive gas would create such a field can only be determined by numerical
integration because of the complexity of the equations.

Our previous success using an implicit integration technique for the
steady planar detonation case ied us to believe that we might be able to
adapt our previous program to the unsteady spherical case with energy ad-

dition in the center of the reactive mixture.

7.2 Equations for Reactive Flow
We assumed no diffusion or heat condition occurred in the mixture.

Then the species equations for a reactive flow are given by

D[A;] DIA{]. u .
5t = 5t - Il + 3 B , is1, ..., NSP (13)
DIA,]

where [AiJ is the molar concentration of species i, bt ’R is the rate of

change of concentration due to chemical reaction as we follow a fixed mass

et e RN £ 5. S M e
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of mixture, j = 0,1,2 for planar, cylindrical and spherical cases, u and
u, are the particle velocity and its spatial derivative and r is the position
coordinate. Also g% ] g% +u g%-is the Euler derivative as we follow the

mass.
For oﬁr system, the perfect gas law takes the form
NSP
p= ) [A]RT, (14)
i=]
where p is the pressure, R is the universal gas constant and T is the

absolute temperature.

The molar and mass densities are given by

bl 15)
p = Al 15
, n i=1 1 . .
P . pr MW [A] ‘ (16)
i=1

where MWi is the molecular weight of species i.

From Eqs. 13 and 15, Pn obeys the equation

il

n u
T 'R - oluy + 3 P an

Dp NSP D[A
bt

i=1

while from Eqs. 13 and 16, p obeys the equation for conservation of overall

mass

B2x -+ . (18)
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The first law is written as

Dh 1D »
bt-she~ 4 o (19)
i
NSP

whore h = ) [Ai]hi/p is the enthalpy per unit mass of mixture, h; is the
i=l

enthalpy per mole of species i, and q is the rate of energy per unit mass

added from outside the system. We further assume that h, is a function of

i
oh
T only, with hi = hi(T) and 5?5 - cpi(T).

From Eq. 19 and the relationship for h, we obtain

NSP h,{ DIA;] .
) [; - 1%] B | " Tl * 3D ¢ PR

Al 5.l b 8

DT _ i=1
bt - NSP : (20) -
LIy /R - 1) !

i=1 o

The momentum equation is given by

bu_ _Pr

Dt - | (21)

The particle path is given by

Dr

Someene & 1]

bt . (22)

The right-hand side of the equations for [Ai]’ T, u and r contain the
variables [Ai]’ T, u, r, u. and P, if q is specified as a function of these
variables as well as of time. For explicit progranms, u. and P, need only be

calculated at time t = tn to find the variables at t = %’ for we have .

+1!

NSP + 3 equations to calculate NSP + 3 dependent variables. However, the set

. . . B e i e 5
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of equations is mathematically a set of "stiff'" differential equations which
often exhiblt numerical stability problems during their integration unless
very small step sizes are taken. In an effort to avoid this difficulty, we

turned to an implicit method.

7.3 Implicit Methods
The concept of the implicit method(ls) is basically as follows. We

have a set of differential equations

dyi

Ei:-— = fi(yj,t) i,j = 1. cee N . (23)
We know the values yj at time t = to. We wish their values at time

t = tn*l‘ Let us define hn+1 = tn+1 - tﬂ and Ki,n+1 - yi.n+1 - yi,n' Then,
we assume an implicit expansion, such as’

453 ne1 119501 Yin

i,n+l dyi,n] h - . L inel h
dt dt | "n+l T &t 2{ dt dt 'y n+l

(24)

dy
Eq. 24 is implicit because *—%iﬁii-depends upon the values of yj at time

tn+1’ so are not known yet. But

2
dyi,n+1 - dy;Jn - d yi,n
dt dt dt¢

dy N dy dy
] 9
= [%? i,n + z 5o [ d%'p] %J%] hn+1 (25)

hn+1

+ L I
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?
3 dy dy. ‘ N dy
: i,n+l i,n n
g dt B TR il5..nhn-~-l * j§1 Bi,j = Ppa (26)
:ﬁ
If we use Eq. 24, Eq. 26 becomes
dy dy N . h y dy
i,n+l i,n ~ L2 ¥ B Y S Iy
d; - dt - gi,nhn-*l * jgl Biaj {Kj N 2 Edt t
N h . ;
n+1 3
* gi.nhn*l * j'zil Bi 35 Kj M -2 [gj anhn*l ‘ i
. - |
: h_,. [dy dy
n+l| “k,n+l k,n i
,é * Bk (M "2 [dt T Tt ]] I
] { | N hxaul N hn'«l ; i
= gi,nhnﬂ B jzl Bi:jgj Mn 2 * j‘z'-‘l Bisj B 2 ioj Kj )N g
d ! . . ;
1 |
: (27) !
: N »
where ai,j = k§1 Bi,ksk,j‘ Putting Eq. 27 back into Eq. 24, we get
b N h h? "‘ N
: n+l n+l n+l = n+l P
T Ki,nel =72 jzl{si,;j - "‘z""“i,j}“j,n = fioatnel * T (80 T jzlﬁi,jgj,n
. (28)
i which is a coupled set of N linear algebraic equations in Kj n+l Upon
’
solving for Ki nel? then Yi nel is easily obtained from
H] ’
] yi,ml = yi,n * Kil.m'l ' (29)
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7.4 Closure Considerations ‘
bu

From the preceding theory, it appears that equations for B?E and
Dp
E;E-are needed. We attempt now to derive them by using the relationship
MWy 3
b-fz;"gx"' 'I% - Uy - (30)
Applying this equation with = u, we get
Du P P P..P
Lo | Cxf e, X TTT 0
T 15;[ p} ur D +—"1'—p ur . (31)

Thus we now have two additional variables Pry and N Clearly, to follow
such a scheme will not lead to closure.
Rather, closure is to be accomplished by a different scheme. We

integrate along a path from the point i-1,n to the point i,n+l or from

point i+l,n to the point j,n+l by using

K*
%;r =u + K*a (32)
and
K"' .
%¥?= u - Ka s (33)

which is much like integrating along characteristics except it is more
convenient to move from computed points on the t = t time line to avoid
interpolation between points on this time line as required when integrating
along characteristics, Further, because we now have two new variables K*

and K~, we also integrate the equations

GK: Du + Py +
E-E——sb-i-+l(aur=-~5—+l(aur , (34)

e b b, 4 4 o o
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sKu . Pr .
S-t—--m--kaur---g:—-l(aur ’ (35)
6Kp
D
ot op * Klep, | (36)
K=
$ Dp -
S o - Kepy . (37
NSP DA, ] NSP p DA, ]
i i h i . 1!
R{T e , I IA - p L i-ge | *+ Pena/R( - pa’(u +)
22 ) i=1 Dt R i=] :‘_ R n _ t R rr
bt ng[ ][cp ~|
A, i
i=1 ¥R (38)
and a in Eqs. 32-38 is the frozen speed of sound given by
NSP “p.
2 [Al'] Tl-.' p
a? & i=1 -0 RT (39)

Now it appears that the system is overspecified, but the extra equations are
used for checking purposes. However, we also will note here that care must be
exercised in the integration of Eqs. 32-38 but the discussion of this problem
will be deferred to a later section. We see though, that upon integration, one
can find expressions for K™, K*, ur(i,n+1) and pr(i.n+1) in terms of [Ai]? u,

r and T at the new time, so sufficient equations are at hand.

7.5 Mixture and Reactions
For all calculations, the system was assumed to be 70% argon and .30%

of a stoichiometric mixture of hydrogen and oxygen. For this system, the

R ——
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reactions and rate constants given in Table 4 were used.(14)

7.6 Initial Conditions and Boundary Conditions

The initial conditions were that the mixture was at rest, with uniform
comﬁosition, pressure and temperature throughout. The initial pressure was
200 Torr and the initial temperature was 300°K.

The boundary conditions were specified at r = 0 and at the moving wave
forming the outer boundary. |

At r = 0, symmetry requires u = P, * [Ai]r =T, =0.

The outer boundary may be either an acoustic wave or a shock wave.

If the former, its path is given by
re =1 (0) +at . (40)

where re is the position of the front at time t and rc(O) is the origin of
the wave. Because of the nonlinear nature of the flow, the acoustic wave
will gradually get steeper and ultimately become a shock. To detefmine when
this transition occurs, we assume no reaction and note that before transi-

tion, Pg ® P, and u, =0 for all points along the front. Whence

P
§*u Du Ts
5|, " Dt + au_ ; = - o + aourf o, - an
S0 prf = poao“rf (42)
on the front. Since Eq. 42 holds for every point on the front, then
4
§*p, «pa G*ur :
5t £ 070 —g= : (43)
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TABLE 4. The reaction equations and rate constants used
in the Rayleigh program. The rate equations
are of the form K, = ziT“ exp (Ei/RT).

Reactants Products Zia n Eit
0, + M 0+0+M 3.56 D 15 0 1.18 D 0S
0+0+M 0, + M 2.00D 14 0 0.0
Hy + M H+H+M 3.10D 15 0 1.10 D 05
H+H+M H2 + M 6.50 D 14 0 0.0
0, + H 0 + OH 2.24 D 14 0 1.68 D 04
OH + 0 0, +H 1.30 D 13 0 0.0
Ho, + M 0, +H+M 2.40 D 15 0 4,59 D 04
02 +H+M Ho2 + M 1.59 D 15 0 ~-1.00 D 03
H, + (o] OH + H 1.74 D 13 0 9.45 D 03
H + OH Hy + 0 7.33 D 12 e 7.30 D 03
H0 + H H, + OH 8.41 D 13 0 2.01 D 04
H2 + OH HZO + H 2,.19D 13 0 5.15 D 03
"20 +0 OH + OH 5.75 D 13 0 1,80 D 04
OH + OH H,0 + 0 5.75 D 12 0 7.80 D 02
uzo + M H+ OH + M 1.00 D 17 0 1.17 D 05
OH + H + Hzo H20 + H,0 1.17 D 17 0 0.0
OH + H + H, H0 + H, 2,92 D 16 0 0.0
OH + H + 02 HZO + 02 2.92 D 16 0 0.0
OH + H + AR H,0 + AR 7.02 D 15 0 0.0
H0, + H H, + H02 2,34 D 13 0 9.20 D 03
H, + HO, H)0, + H 9.60 D 12 ] 2.40D 04
H)0, + OH H)0 + HO2 1.00D 13 0 1.80 D 03
H) 0 + HO, Hzo2 + OH 2.80D 13 0 3.27 D 04
H)0, + M OH + OH + M 1.20 D 17 0 4.55 D 04
OH + OH + M Hzo2 + M 8,40 D 14 0 -5.30 D 03
H,0, + H Hzo + OH 3.18 D 14 0 9.00 D 03
H,0 + OH Hzo2 + H 5.60 D 13 0 7.79 D 04

"

&cem?/mole/sec or cm®/mole?/sec).

b(cal/mole).

T T
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along the front. Consequently,

+

T—'I ¢ [%g} £ UrPr

u
+ Py l " YPp [“r+j%]f' YPg [Upptd {:?E . %] £

- - 9— -3 — - a
YPy [ur jr] [po"o“r] * aopm'f Po?o Eﬁr t Y’ a“rx]
£ f £

P P, P
e "TeTe

=pal- b ——— au
ool P, p2 re orrg

We have also made the assumption that q = 0 at the front, so the flow is

P YP
isentropic in that region and therefore -{- = -5!- . Consequently
prf Pty
p, = =g— = leads to the following relationship between p and u
T a rr Y
f o o f f
from Eq. 44.
u u
T T
b S R
P =pa |u b A e . (45)
rr o0l rre, 8 2 Te

S*tu

§*u, v+l 2 . 4 urf
Wf'" (2]“rf*2“o?;‘ ’ (46)

g
%o [_.’:... = X1 47
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Eq. 47 has the integrating factor exp[z'% [ ;9 dé] - [rc(o) + aat]":’/2
f

so the solution of Eq. 46 is

1 v+l f dt
o~ C, * . (48)
ur[rc(o)+aot]5/2 i 2 [r°+a°t]j/2

For the spherical case with j = 2, the last integral becomes

Y1 = -
28 zn[rc(o)+a°t]. If at t ty,u u,

o B
2_
urf T ) -2 = r (o)+a t . (49)
§ rc(o)+a°t u %:1(0)+a t,) * ;L'zn[§sf37352? ]
1 T, e o'l o c o

If r, = 0, this becomes j
2 : S

i A

e !
] Y+l ;
urf 2 . (50)
rl 1 1

But the shock wave forms as u, + », or from Eq. 50,

f
2
3 el
tl””‘P u t , (51)
r1 1

and since u. < 0, a shock forms in a finite time larger than ty-
1

Alternatively, it may happen that before this value of t is reached,
an interior shock overtakes the leading acoustic front. 1In that case, there-
after the shock equations must be satisfied at the outer boundary, with con-
stant pressure, density and temperature and zero velocity ahead of the shock.

Since these conditions pertain to a special case of a shock wave moving into

i R o it A Ao B a7 2
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u reacting fluid, the theory for this general case is considered next.

7.7 . Shock Wave in a Reacting Fluid
In a system moving with the shock, the conservation equations may be

written

Pa¥s = Pplwg 2 (u -up)] . D
P, * 02 = Py *+ ppIvg £ (u ~up)]® (53)
hy + w2/2 = h ¢ [, £ (u-w)l?/2 (54)

where the subscripts a and b refer to conditions ahead of and behind the
shock, Wy is the velocity of the shock relative to the fluid ahead and the
plus-minus signs refer to outwardly and inwardly moving shocks. We also

have
NSP
h = 121 [A;1h /0 (55)

NSP
p = iz (A, MW, (56)
- im]

N§P
XA ")

p=pRT (58)

a; » y?? RT (59)
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N%P
[A;]c
c Jdm Py (60)
P p
IfA ]cv
- it "4
<, 5 (61)
cp -c = R (62)
Y =, (63)
We further make the assumption that the flow is frozen while
: crossing the shock, so
1
; [Ai]bMWi i [Ai]aMwi .
4 P P ' '
: b a
f
? Hence
[Ady Ayl (65)
Py Pa
: and
i
: P P
. n n
b a
—  — s (66)
Pb Pa

which means that the molecular weight does not change on crossing the shock.

j
E
|

There are now sufficient equations for solving for the flow conditions behind

the shock in terms of LA and flow conditions ahead, Y
In order to find the spatial derivatives u, and P, behind the shock,

we differentiate Eqs. 52, 53, 5{, 55, 58, 65 and 66 while following the shock

to get
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Gsp ‘ GSp
a s _ b 2
3t T ot ws * 20.% 5T 3t * EE [wsi(ua'ub)]

6% &Sw_ &% Py, 65w [Gsu 6 u, ]
»

Gsub]

+ 2 pylw t(u -u)] GtS: -

| 85h Gsws ) hb Gsws Gsua 6sub
i R LU Y| g L

s Z[A,]c s

8 hb i i7py s Ty, hb e pb Z 6 [A. ]b
t p 3 Py ot pb 5t ’
s S Gsp

py ’lo Ty, "
5t ny, 8t b ot ’

1 S, D, e 1A, A, 6
Py 3t PE 5t Pa 8t Pa 8t ’

63 P P s
n, n 8°p

.l
CAR Al S el il e el

where the derivatives ahead of the shock have the form

s, Dy, W, Dy, W,
T bt Us U sy bt Vs

. v
L, A8 '»* -

) MJ‘»”J‘(E;;M“

s s
& w [6 ug

ot |

(67)

(68)

(69)

(70)

(71)

(72)

(73)

(74)
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derivatives behind the shock have the form

8%, Dy . oy DY oY
T pe Gt Tt Ut Ol e 7%
85w

and the derivative -3;5 is given by

S | (76)

with T being the shock position coordinate. s
§’p
The set of (NSP+6) equations, 67-73, is now solved for ~Ezk-and
&5u 85w
b s . i
<%t in terms of o and derivatives ahead of the shock., When
Gspb Gsub
-Ez—-and X are written in the form of Eq. 75, they contain only the two

unknowns u. and P, » S0 simultaneous solution of these two equations will
b b

yield values for u_, and p_ .
b b

7.8 Specification of q

The rate of energy input was assumed to have the form
4 =4, X (r,r ())e(t) (77)

wvhere &o is a constant and rc(t) is the cuter edge of the core in which
energy is being added. For all work undertaken in these studies, ¢ had the
form

(t) = exp(-t/t,) - exp(t/t,) , (78)

where T, and T, are decay parameters or shaping constants. In addition,

rc(t) had the form




r (t) = £% (79)

; with fo being a constant and the exponent & was within the range 0 < a < 1.

Initially, X(r,rc) was chosen to be the function

X = ré -r?, 0%r g r, : (80)

= r <r <™
0 c

This choice for X turned out to be an unfortunate one, for at r = T, there

is a jump in ér' This discontinuity led to difficulty in the computing pro-

gran. The specific difficulty and the theory will be given in later sections.

7.9 Additional Computational Matters | i

e T QO

Since an implicit method for integratiun of a set of differential %
equations is usually slower and more costly than an explicit method, to keep v
costs down the maximum number of particles to be followed was limited to 60. i
When the number of particles followed approached 60, the flow field was re-
zoned to a smaller number before cglculation at the next time line started.

Four types of points occurred in the calculation, namely, (1) origin,
(2) interior, (3) shock and (4) outer boundary. The treatment at the origin
had to be special because the boundary conditions require that the particle
motion and momentum equations be dropped from the set to be integrated.
Shock points and outer boundary points also had to be treated as special

cases,

With the above scheme and the assumed X function, difficulty in start-
ing the computation was experienced. Considerable effort was devoted to
trying to use similarity variables to overcome the starting problem, but this

; effort was unsuccessful. Finally, because of doulits about whether the

- - -
[ crmas

.
; ‘",";;e-‘-' ‘ :
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implicit method could be used for starting the computation, we turned to the
CLOUD program of A, K. Oppenheim as modified by A. A, Adamczyk.(ls) After

a few time lines were calculated using this program, negative velocities
began to appear near the origin and unstable oscillations appeared in the
flow. These oscillations usually became so large that the program would fail.
The origin of this behavior was traced to the particular X function assumed.

When a new X function was chosen, given by

X = ré - 3rcr’ + 2r? . (81)

‘these troubles disappeared. Tt should be noted in this case that dr is

zero at r = ¥ .

A second difficulty encountered in using the CLOUD program was that
u, and P, derived from curve-fitting the values of u and p as a function of
radius did not vary smoothly with radius. The difficulty was traced to
roundoff error and overcome by recasting the calculations for the dimension-
less pressure, specific energy and specific volume, p, e and v respectively,
in terms of the reduced variables p-1, 313; and v-1, where E; was the initial
dimensionless specific energy, §%T .

One of these time lines was chosen to be the starting line for the
implicit program. The particular time line chosen was one in which the tem-

perature in the core had been raised less than 0.5°K, so no significant re-

action could have yet taken place.

7.10 Effects of Discontinuities in q and Q,,
This section summarizes results submitted elsewhera.(16) Basically,

we sought to explore what effect discontinuities in q or ér occurring along
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r. = utka would have on the solutions of the set of equations

¢
Nowv, ¢3S, (82)
Do = -vp, . (83)
Bo = ~tr-le(u + 5 +aq (84)
Bwypia, ¢+ 3 ¢ eV, (85)
and

pv = (y-1)e - (86)

near the discontinuity.

The representation of these discontinuities in q or &r are shown in
Fig. '4. The particular effects on p, u, e and c are dependent upon the
value of k. If k = 0, then we have a behavior like a contact discontinuity.
If k # 0, then the effect is wavelike.

A jump in a variable will be indicated by the usual convention of
brackets, such as | |

[u] = u, - Uy

\

where the subscripts 2 and 1 refer to points just inside and outside the
rer, surface,

The derivative following a variasble, y, along the interface is given

segber fEepte dougt &)

Also, we repeat the equation

by

DY
u-w-r-u-a 9& -
Dt ar Dt urwr *
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a) Contact Surface
In this case, k = 0, s0 ic = u and pressure and velocity must be

continuous across the interface. For a jump in q, we form

'a'gsl‘ "Wz[ur] + CY"I)ézvz =0 , (89) M
30
lu ] = (v-1)a5/Yp,T, = dy/ve, (50)

Using this result, we can find that the equation for [e] is

éé%l w ~(y-1)[e](ur; + ju,/r) + /v (91)
which formally has the solution o )
t
[e] = exp{-a(t)}c, + -.H q,expfa(t) Jat}, (92) :
0 :
where %
t
AW = D [ surge (53)

With quiescent initial flow, ¢y is zero and we find that [e] is positive,
which intuitively is the expected behavior.

From Eq. 86 we get

[v] = v1/°1[°] s (94)

so [v] is also positive.

Turning now to Eq. 83, we write

8u
-&-l--(vp -v.p.)=0 .,
t 2 ry 1 Ty

Hence, there is no jump in VP, but there is a jump in Py given by

[p] = ;—:—l} p“1 .- p,,l[-]/ez ,

§on i o
TRV N TP P ST g L 2
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which is positive, sincepr is negative and [e] is positive.
1 ‘

The results are depicted in Fig. §.
For q = 0 but a jump in &r at r., we have no jumps inwu,, e, v and p,.

We now examine the next higher derivatives of these variables. We find that

élp.] .

Tt""' - “Yplfurr] + CY‘I)qrzlvz =0 (97)
$o

Iul't'] - (Y'l)&x'z/yplvl - &rz/Yel » (98)

which is negative, since ér is negative.
2
The equation for IerJ is obtained as

8[e.] .
<o = ~(=1)[e ] fo, * /el & vy (99)

which is of the same form as Eq. 91. It follows then, that if [°r] = 0 at
t = 0, then the sign of [er] depends upon the sign of ér . Since the

2
latter is negative, then [erJ is negative.

For Ivr] we get

v) = vile /e, (100)
which is also negative.
Finally, forming
6[ur]
5t = el - Prllvr] =0 , (101)
we get
I, = ~P§11V}]/v1 - --prller]/o1 s (102)

which is negative.

These results appear in Fig. 6.
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5 Fig. 5. Property variations as a function of radius when both q and 9%
are discontinuous at the kernel edge and that edge moves along
a particle path. (a) u.vsr, (b) p,vsr, (c)evsrand
(d) v vs r.
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: b) Wave Surface
For k ¥ 0, so long as there is no shock wave, u, p, v and e are con-
timuous across L with no jumps and their é&;l-derivatives are z2ero.

For a q jump at r., from Eqs. 83, 85 and 87, we find
Sl v v lpd - G - uplud = 0 (103)
t 1Py c 17 *r

$PL o yp,lu) + (r-Dayv, - (roudlp ) =0 . (204)

Simultaneous solution then yields
[u] = (v-1)q/ {al-(F -u))?} = (y-1)a,/aj(l-kY) (10

which is positive for k < 1 and negative for k > 1, and

[p,] = (y-Dkay/v,s, 1-k") (106)
which has a similar behavior.
From Eqs. 84 and 87, we find

ol « -(y-Dyejlu,d + Gy + Gou)le ] =0 , (107)
0
S S 32
[e,] = -q,(y k*)/xa, (1-k%) . (108)
This expression is negative for 0 <k <y-}/2, positive for y-}/2 < k <1

and negative for k > 1.

% We find from differentiating Eq. 86 that
{ [vr] - '(Y'l)ézlwl‘l (l'kz) » (109)

which is negative for k < 1 and positive for k > 1.

These results are shown in Fig. 7 with k < y-1/2,

Y . .t o R
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Fig. 7. Property variations as a function of radius when q is continuous

but q is discontinuous at the kernel edge and that edge moves

as a subsonic wave across particle paths with k < Y°1/2.

(@) u vsr, (b) p vsr, (c) ® vsrond (d) v, vs .




3
g -
: -44-
r When ‘.‘2 = 0 with a jump in qr at r,, no jumps occur in these first
. order spatial derivatives and we examine the second order derivatives.
%
: In this case we obtain similar forms, with
| - (ve1)o 201,12
fu,J = (v l)q,‘.z/a1 (1-k%) , (110)
e (v-1)a 112 _ :
: Ip,d = Oy “%2/"1‘1“ k%) (111)
f [o ] = - d,zcv“-kh/kal (a-k* (112)
and
Ivrr] . - CY"l)‘irz/YkP]_alﬂ-kz) » (113)

whose behaviors are easily interpreted.

These results are summarized in Fig. 8 , again with k < Y"‘/ 2,

t

¢) Shock Wave Surface

When k > 1 with the interface being a shock, the variables obviously

jump across the shock, so the following shock equations must be satisfled 5

[T R T T

a3 =i+ Gy - Bhdpime (114)
- 2 Y=L |
g P2 Py [%TM Y-o-l] ! (115)
| uymuy e M-nh (116)
| 2 ¢ M 117)
| vpryr v (30N : ( L
‘ where
| | M= (f-u)/e =k . (118)
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Fig. 8. Property variations as a function of radius when both q and Q%
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subsonic wave across particle paths with k < ¥y '1/2. (a) u, vs T,
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When Eqs. 115-118 are differentiated following the shock, we obtain

: 8p 8p
i 2 2 Y1) 71 4 &M
1 3t " [y+1 M %-T]Gt 7}'1_ PME (119)
Su du Sa
2 1 2 -1 1 -2 M
3t st Yol (M-M"%) ot (1+M %) % 3% (120)
8v, - 8v -
‘s‘tl"f%'f;[x‘i}"*“-z]ﬁ‘l" vt G , (121)
and
L R %) /8y - (F -u,)al’ %1 (122)
3t c 3—. ¢ 1'% T
where
1 Gpl . . !
' 3 'Yplcurl * Juy/r) ¢ (rc'ul)prl ’ (123)
: Suy .
| . 'vlprl * (rc'ul)url ’ (124)
P 6v1 .
| R CNE DL RN (125)
)
: 6a1‘ 1
* y Tl .CI_J.Z a.l(url + ju /r ) ¢ (r ul)a v, (126)
sz .
; w " -szcu,.z + Juy/r) + (y-1)a,/v, ¢ (rﬁ-u,,,)z’,.z » (127)
: ., |
¥t " 'V2pr2 * (’c'“z)“rz ’ (z8)
v : 6v2 .
Fo U Valuy, ¢ Bl ¢ Gougvy (129)

T e
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Solving Eqs. 127 and 128 for u, and P, » We obtain
2 2

Gu
ur2 {(r uz) 3-—-+ v, 3—— Cy—l)qz + agjuzlr }/{(r uz)a-a } (130)

and
. sz : 6“2 73e0s 2
- ,("c‘“z) T~ (Day/vy + YRyiupfr ] + Py 3‘%“‘ / z("c"‘z"z"zi '
(131)
From Eqs. 129 and 86, we obtain
6v .
g‘“ C"rz + Juy/r )/ {r -u,} ' (132)
and
erz - (1)2\'1.2 + vzprzllcv-l) . (133)

It should be noted that Eqs. 130-133 can be expressed in terms of
(1) &2, (2) L and its time derivatives and (3) the flow variables and their
spatial derivatives evaluated just ahead of the shock. However, the re-
sulting expressions are quite long, so have not been included here.

The explicit method of integration in the CLUUD program does not
properly handle the-jumps and corners in the variables which result from
discontinuities in q or ér at the kernel edge. As a consequence, the com-
putation becomes unstable and soon "blows up." However, if q is sufficiently
smooth, with both q and ér equal to zero at the kernel edge, these jumps and
corners disap;oar. Then CLOUD seems to work very nicely so long as reaction

nay be neglected.
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7.11 Status at the BEnd of Grant Period

Cazlculations for several time lines beyond the initial time line from
the CLOUD program have been made, assuming in the implicit program that in-~
tegration along the puvrticle direction as well as along the K‘land X
directions can be adequately represented by the arithmetic average of values

for the two end points. Examination of the computed values for u_ and p, near

r
the origin indicated that these variables did not seem to be behaving pro-
perly. The reason appears to be that for the X' and X~ directions the pre-
vious integration assumption is inadequate, as we will now show.

Let us consider the integral of %{"" u-K"a near the origin. The
behavior of u vs r for time iines t and t,.1 8T approximately as shown in

Fig. 9. If we use average values corresponding to the end points, we get

r(1,n+1) - r(2,n) = IES&JEZE%iELEﬁELL

- X [a(l,n+1)+a(2,n)] [t

2 -tn] . (134)

n+l

However, u(l,n+1) = u(l,n) = 0, so the contribution from u is 2-(-g"-m--(f;n_*l«t:“),
which is simply the average value of u multiplied by the time increment.
Next, we consider the dashed 1ine which approximates the path.l Clearly, the
integral of u along this path is greater than E-‘:-.3’-4‘--'39--(1:m1-~tn), 80 we require
a better approximation to u.

We obtain a better approximation if we assume u may be represented by
a function containing two groups of terms. The first group represents
how u varies along the t = tnline; the second group represents how much u

has changed in time (t - tn) from its value at tn‘ Thus we write

i i s S 41
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u=u(l,n) +u0,n)rr(,n)] + urr(l‘n)jr-rgl,n]]a

+Jaq,m + 8 Qumr-r@,m] + 8 (1,n) 1323554511?‘[t—tn] , (135)

Du

where u = fe and r-r(1,n) is given tc first order in t by

<[x(2,n) - r(l,n o
Expressions similar to u can be written for a or for other variables when f %

s¥y . &F ‘ o
integrating 33--and 3;42 . A similar concept can be applied when in- !
tegrating in the K" direction. Changes in the computer program to incor- j d
porate these concepts were underway at the end of the grant period.

A second conversion also was underway, for the University computing
facility was in transition from an IBM 360 system to a CDC system. The
switch to a different machine requires conversions of programs written
specifically for IBM machines. : : kK

As this account has tried to indicate, difficulties have arisen %
during the period of the grant. Generally we have been able to identify the |
cause, to analyze why it has given us difficulty and to devise a method io

overcome each difficulty. In conclusion, while we have not yet developed a

computer program which successfully used an implicit technique to solve our

problem, we still believe our approach can succeed and intend to pursue the

watter further.
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VITI DIRECT INITIATION OF DETONATION BY NON~IDEBAL BLAST WAVES

This work is fully described in AFOSR TR-77-0842, Therefore, only a
brief description of the work will be given here. The reader is referred
to the full report for more detailed description.
éé | The purpose of this study was to examine the process of direct ini-

i tiation for a non-ideal blast wave source for reasonably realistic kinetics

in the gas phase region surroun&ing the source. The kinetics was modeled as

Arrhenius kinetics for the hydrogen-oxygen reaction but it was assumed that

the ignition delay time was infinite outside the temperature range of 1000 K

to 2700 K. This is a reasonably realistic model of the actual kinetics be-

cause below 1000 K the delay to explosion increases very rapidly with drop- i

ping Femperature while above about 2700 K the coqbustion reaction in the ’

hydrogen-oxygen system becomes endothermic because of the excessive amount

of dissociation produced by the high temperature. Thus, in the hydrogen-oxy-

'% gon system one would expect to see an explosion induced in the high tempera-

| ture gas only over the range of about 1000 to 2700 K. §
The calculations were performed as follows. Existing CLOUD outpqt

for various cases of bursting spheres and ramp addition of energy plus a

number of new calculations for specific cases were used to describe the blast

wave flow from a typical non-ideal source (either a bursting sphere or a

region where the energy is added as a ramp addition of energy). This last

o A e L e
WS S Bl VTR P .

addition quite closely approximates spark addition of energy. These back-

ground flows were all calculated in dimensionless coordinates. Thus multi-

plication by the proper dimensional quantities allows one to change the actual

size of the source region without recalculating the entire flow field. A

e R e




rrprTIT Y “m

2

g
L4

e ot T A A

. program was constructed which examined the time, temperature and pressure
history of cells number 52 through 130 for these different runs. In each
case, along each Lagrangian cell, which represents a particle path, hydro-

zen-axygon kinetics was assumed and the accumulated delay to explosion

i o e A R

was calculated using an ekporimentally determined Arrhenius equation for
the delay. In one or more of these cells the accumulated delay to explosion
had a mininum time and this was assumed to be the point in the spherical cell

{ surrounding the bBlast source which first exploded. The éalculated dimension-

less time to explosion was converted to a real time fractional delay to
é* : explosion by using the size of the blast source as a scaling par.. .*er. As
the source gets smaller for any fixed energy density source the tota.i energy

in the source gets smaller and at the same time the real accumulated frac-

1 tional explosion delay time gets smaller eventually reaching a value of one.

Under these circumstances a smaller sized source will not produce direct

i e e SR A

initiaetion of detonation. Thus, one can systematically study the effect of

energy addition rates and of energy density as well as total energy of the f

source region on the initiation bshavior for an hydrogen-oxygen detonation
system. This was done and the results show that for sources with low energy
density the source energy required to produce detonation rises to infinity i
while for high energy density there is an asymptotic minimum value of source
energy which is required for initiation. This behavior agrees quite well
with the recent description of initiation that has been presented by Professor
John Lee of McGill University. Even though this study shbwed ignition delay
times and initiation energies which were well below what one finds experi-
mentally for this type of source behavior the trends are qualitatively cor-

rect., The large quantitative difference (our energies are approximately a

g i it AT ot me a7 e T
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factor of 100 lower than the experimental energies) can be related to the

fact that direct initiation only occurs when there is sufficient time to
produce transverse waves of sufficient amplitude to cause self-sustenance of
the wave, The simple theory in the report, however, predicts the time at
which direct homogenecus initiation would occur and has nothing to say about

the development of transverse wave structure.

IX OTHER WORK OF INTEREST

There has been a considerable amount of effort expended over the
period of the grant to study the effect of source behavior on the nature of
the blast wave produced when the source is a low energy density source simi-
lar to that which occurs in a vapor cloud éxplosion or in the explosion of an
FAE device. Briefly, systematic studies have been performed for blast waves
produced by bursting spheres, by the ramp addition of energy (which models a
spark) and by constant velocity and accelerating flames from very low Mach
numbers up to Mach numbers above the Chapman-Jouguet Mach number. As a re-
sult of these studies the behavior of the blast wave from bursting spheres
and from constant velocity flames can now be estimated quite accurately if
either the initial conditions of the bursting sphere are known or if the com-
bustion system and the flame velocity are known for the constant velocity
flame case. Additionally, it has been shown that a spherical accelerating
flame will not produce overpressures in excess of that produced by the
highest flame velocity in the system when the explosion consists of a flame
traveling at that high velocity. This means that calculations for constant
velocity flames are adequate to estimate blast damage if the maximum flame

velocity is known. This work has lead to one M.S, and two Ph.D. theses and
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to four papers, two of which have been published and two of which have been
submitted to journals for publication (15,18-23). Additionally, two M.S.
theses are currently in the process of preparation. These will cover the
experimental work on initiation delay times for propylene oxide-nltfoxen-

oxygen mixtures and the effect of inhibitors and promoters on ignition de-

lay times for propane-air mixtures.
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